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Large language models, including the ChatGPT, lasted comparatively less time and only enhanced the efficiency of natural language processing. This inspired the formation of further advanced and captivating applications in text generation. However, they need to gain knowledge in mathematics to solve problems or to develop algorithms into programming languages. Such restriction is essential, particularly when precision forms the bulk of the curbing base, such as teaching, statistics or software engineering disciplines. This paper aims to analyze how the given style of the prompt might help to develop the formula manipulation and code production skills of the LLMs based on the answers to various prompt styles.

The study aims to addresses vital hypotheses: Is using LLMs more effective when the math problem posed is written in ordinary language rather than numeric or symbolic, and do these descriptions enhance the resultant code? The answers to these questions are essential because the efficiency of LLMs may influence their use in technical disciplines. This work aims to improve prompt engineering outcomes for important areas by establishing the performance relationship between different prompts.

This paper is relevant because the results from this study show that low-achieving LLMs could be poor in mathematical computation and may write syntactically incorrect code. Such observations suggest that enhancing the structures of these different types of prompts can help eliminate some of these defects, hence enhancing the reliability of LLM. Moreover, as described earlier, LLMs are becoming almost mandatory to accomplish numerous activities and transform them into various tools for professionals and students; it is necessary to be aware of these systems' applicable strengths and weaknesses in solving technical problems.

In this experiment, low-level machine translations will be compared based on the accuracy, response time, and coherence of various formats of prompts. The collected results improve the prompting and enhance users' knowledge of the LLM delivery and demerits in technological fields.
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